# CHAPTER 6 

## NUMBER-THEORETIC FUNCTIONS

Mathematicians are like Frenchmen: whatever you say to them they translate into their own language and forthwith it is something entirely different.

Goethe

### 6.1 THE SUM AND NUMBER OF DIVISORS

Certain functions are found to be of special importance in connection with the study of the divisors of an integer. Any function whose domain of definition is the set of positive integers is said to be a number-theoretic (or arithmetic) function. Although the value of a number-theoretic function is not required to be a positive integer or, for that matter, even an integer, most of the number-theoretic functions that we shall encounter are integer-valued. Among the easiest to handle, and the most natural, are the functions $\tau$ and $\sigma$.

Definition 6.1. Given a positive integer $n$, let $\tau(n)$ denote the number of positive divisors of $n$ and $\sigma(n)$ denote the sum of these divisors.

For an example of these notions, consider $n=12$. Because 12 has the positive divisors $1,2,3,4,6,12$, we find that

$$
\tau(12)=6 \quad \text { and } \quad \sigma(12)=1+2+3+4+6+12=28
$$

For the first few integers,

$$
\tau(1)=1 \quad \tau(2)=2 \quad \tau(3)=2 \quad \tau(4)=3 \quad \tau(5)=2 \quad \tau(6)=4, \ldots
$$

and

$$
\sigma(1)=1, \sigma(2)=3, \sigma(3)=4, \sigma(4)=7, \sigma(5)=6, \sigma(6)=12, \ldots
$$

It is not difficult to see that $\tau(n)=2$ if and only if $n$ is a prime number; also, $\sigma(n)=n+1$ if and only if $n$ is a prime.

Before studying the functions $\tau$ and $\sigma$ in more detail, we wish to introduce notation that will clarify a number of situations later. It is customary to interpret the symbol

$$
\sum_{d \mid n} f(d)
$$

to mean, "Sum the values $f(d)$ as $d$ runs over all the positive divisors of the positive integer $n$." For instance, we have

$$
\sum_{d \mid 20} f(d)=f(1)+f(2)+f(4)+f(5)+f(10)+f(20)
$$

With this understanding, $\tau$ and $\sigma$ may be expressed in the form

$$
\tau(n)=\sum_{d \mid n} 1 \quad \sigma(n)=\sum_{d \mid n} d
$$

The notation $\sum_{d \mid n} 1$, in particular, says that we are to add together as many 1 's as there are positive divisors of $n$. To illustrate: The integer 10 has the four positive divisors $1,2,5,10$, whence

$$
\tau(10)=\sum_{d \mid 10} 1=1+1+1+1=4
$$

and

$$
\sigma(10)=\sum_{d \mid 10} d=1+2+5+10=18
$$

Our first theorem makes it easy to obtain the positive divisors of a positive integer $n$ once its prime factorization is known.

Theorem 6.1. If $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ is the prime factorization of $n>1$, then the positive divisors of $n$ are precisely those integers $d$ of the form

$$
d=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}
$$

where $0 \leq a_{i} \leq k_{i}(i=1,2, \ldots, r)$.
Proof. Note that the divisor $d=1$ is obtained when $a_{1}=a_{2}=\cdots=a_{r}=0$, and $n$ itself occurs when $a_{1}=k_{1}, a_{2}=k_{2}, \ldots, a_{r}=k_{r}$. Suppose that $d$ divides $n$ nontrivially; say, $n=d d^{\prime}$, where $d>1, d^{\prime}>1$. Express both $d$ and $d^{\prime}$ as products of (not necessarily distinct) primes:

$$
d=q_{1} q_{2} \cdots q_{s} \quad d^{\prime}=t_{1} t_{2} \cdots t_{u}
$$

with $q_{i}, t_{j}$ prime. Then

$$
p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}=q_{1} \cdots q_{s} t_{1} \cdots t_{u}
$$

are two prime factorizations of the positive integer $n$. By the uniqueness of the prime factorization, each prime $q_{i}$ must be one of the $p_{j}$. Collecting the equal primes into a single integral power, we get

$$
d=q_{1} q_{2} \cdots q_{s}=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}
$$

where the possibility that $a_{i}=0$ is allowed.
Conversely, every number $d=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}\left(0 \leq a_{i} \leq k_{i}\right)$ turns out to be a divisor of $n$. For we can write

$$
\begin{aligned}
n & =p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}} \\
& =\left(p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}\right)\left(p_{1}^{k_{1}-a_{1}} p_{2}^{k_{2}-a_{2}} \cdots p_{r}^{k_{r}-a_{r}}\right) \\
& =d d^{\prime}
\end{aligned}
$$

with $d^{\prime}=p_{1}^{k_{1}-a_{1}} p_{2}^{k_{2}-a_{2}} \cdots p_{r}^{k_{r}-a_{r}}$ and $k_{i}-a_{i} \geq 0$ for each $i$. Then $d^{\prime}>0$ and $d \mid n$.
We put this theorem to work at once.
Theorem 6.2. If $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ is the prime factorization of $n>1$, then
(a) $\tau(n)=\left(k_{1}+1\right)\left(k_{2}+1\right) \cdots\left(k_{r}+1\right)$, and
(b) $\sigma(n)=\frac{p_{1}^{k_{1}+1}-1}{p_{1}-1} \frac{p_{2}^{k_{2}+1}-1}{p_{2}-1} \cdots \frac{p_{r}^{k_{r}+1}-1}{p_{r}-1}$.

Proof. According to Theorem 6.1, the positive divisors of $n$ are precisely those integers

$$
d=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}
$$

where $0 \leq a_{i} \leq k_{i}$. There are $k_{1}+1$ choices for the exponent $a_{1} ; k_{2}+1$ choices for $a_{2}, \ldots$; and $k_{r}+1$ choices for $a_{r}$. Hence, there are

$$
\left(k_{1}+1\right)\left(k_{2}+1\right) \cdots\left(k_{r}+1\right)
$$

possible divisors of $n$.
To evaluate $\sigma(n)$, consider the product

$$
\begin{aligned}
\left(1+p_{1}+p_{1}^{2}+\cdots+p_{1}^{k_{1}}\right)(1+ & \left.p_{2}+p_{2}^{2}+\cdots+p_{2}^{k_{2}}\right) \\
& \cdots\left(1+p_{r}+p_{r}^{2}+\cdots+p_{r}^{k_{r}}\right)
\end{aligned}
$$

Each positive divisor of $n$ appears once and only once as a term in the expansion of this product, so that

$$
\sigma(n)=\left(1+p_{1}+p_{1}^{2}+\cdots+p_{1}^{k_{1}}\right) \cdots\left(1+p_{r}+p_{r}^{2}+\cdots+p_{r}^{k_{r}}\right)
$$

Applying the formula for the sum of a finite geometric series to the $i$ th factor on the right-hand side, we get

$$
1+p_{i}+p_{i}^{2}+\cdots+p_{i}^{k_{i}}=\frac{p_{i}^{k_{i}+1}-1}{p_{i}-1}
$$

It follows that

$$
\sigma(n)=\frac{p_{1}^{k_{1}+1}-1}{p_{1}-1} \frac{p_{2}^{k_{2}+1}-1}{p_{2}-1} \cdots \frac{p_{r}^{k_{r}+1}-1}{p_{r}-1}
$$

Corresponding to the $\sum$ notation for sums, the notation for products may be defined using $\Pi$, the Greek capital letter pi. The restriction delimiting the numbers over which the product is to be made is usually put under the $\Pi$ sign. Examples are

$$
\begin{aligned}
& \prod_{1 \leq d \leq 5} f(d)=f(1) f(2) f(3) f(4) f(5) \\
& \prod_{d \mid 9} f(d)=f(1) f(3) f(9) \\
& \prod_{\substack{p \mid 130 \\
p \text { prme }}} f(p)=f(2) f(3) f(5)
\end{aligned}
$$

With this convention, the conclusion to Theorem 6.2 takes the compact form: If $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ is the prime factorization of $n>1$, then

$$
\tau(n)=\prod_{1 \leq i \leq r}\left(k_{i}+1\right)
$$

and

$$
\sigma(n)=\prod_{1 \leq i \leq r} \frac{p_{i}^{k_{t}+1}-1}{p_{i}-1}
$$

Example 6.1. The number $180=2^{2} \cdot 3^{2} \cdot 5$ has

$$
\tau(180)=(2+1)(2+1)(1+1)=18
$$

positive divisors. These are integers of the form

$$
2^{a_{1}} \cdot 3^{a_{2}} \cdot 5^{a_{3}}
$$

where $a_{1}=0,1,2 ; a_{2}=0,1,2$; and $a_{3}=0,1$. Specifically, we obtain

$$
1,2,3,4,5,6,9,10,12,15,18,20,30,36,45,60,90,180
$$

The sum of these integers is

$$
\sigma(180)=\frac{2^{3}-1}{2-1} \frac{3^{3}-1}{3-1} \frac{5^{2}-1}{5-1}=\frac{7}{1} \frac{26}{2} \frac{24}{4}=7 \cdot 13 \cdot 6=546
$$

One of the more interesting properties of the divisor function $\tau$ is that the product of the positive divisors of an integer $n>1$ is equal to $n^{\tau(n) / 2}$. It is not difficult to get at this fact: Let $d$ denote an arbitrary positive divisor of $n$, so that $n=d d^{\prime}$ for some $d^{\prime}$. As $d$ ranges over all $\tau(n)$ positive divisors of $n, \tau(n)$ such equations occur. Multiplying these together, we get

$$
n^{\tau(n)}=\prod_{d \mid n} d \cdot \prod_{d^{\prime} \mid n} d^{\prime}
$$

But as $d$ runs through the divisors of $n$, so does $d^{\prime}$; hence, $\prod_{d \mid n} d=\prod_{d^{\prime} \mid n} d^{\prime}$. The situation is now this:

$$
n^{\tau(n)}=\left(\prod_{d \mid n} d\right)^{2}
$$

or equivalently

$$
n^{\tau(n) / 2}=\prod_{d \mid n} d
$$

The reader might (or, at any rate, should) have one lingering doubt concerning this equation. For it is by no means obvious that the left-hand side is always an integer. If $\tau(n)$ is even, there is certainly no problem. When $\tau(n)$ is odd, $n$ turns out to be a perfect square (Problem 7, Section 6.1), say, $n=m^{2}$; thus $n^{\tau(n) / 2}=m^{\tau(n)}$, settling all suspicions.

For a numerical example, the product of the five divisors of 16 (namely, 1, 2, 4, 8,16 ) is

$$
\prod_{d \mid 16} d=16^{\tau(16) / 2}=16^{5 / 2}=4^{5}=1024
$$

Multiplicative functions arise naturally in the study of the prime factorization of an integer. Before presenting the definition, we observe that

$$
\tau(2 \cdot 10)=\tau(20)=6 \neq 2 \cdot 4=\tau(2) \cdot \tau(10)
$$

At the same time,

$$
\sigma(2 \cdot 10)=\sigma(20)=42 \neq 3 \cdot 18=\sigma(2) \cdot \sigma(10)
$$

These calculations bring out the nasty fact that, in general, it need not be true that

$$
\tau(m n)=\tau(m) \tau(n) \quad \text { and } \quad \sigma(m n)=\sigma(m) \sigma(n)
$$

On the positive side of the ledger, equality always holds provided we stick to relatively prime $m$ and $n$. This circumstance is what prompts Definition 6.2.

Definition 6.2. A number-theoretic function $f$ is said to be multiplicative if

$$
f(m n)=f(m) f(n)
$$

whenever $\operatorname{gcd}(m, n)=1$.
For simple illustrations of multiplicative functions, we need only consider the functions given by $f(n)=1$ and $g(n)=n$ for all $n \geq 1$. It follows by induction that if $f$ is multiplicative and $n_{1}, n_{2}, \ldots, n_{r}$ are positive integers that are pairwise relatively prime, then

$$
f\left(n_{1} n_{2} \cdots n_{r}\right)=f\left(n_{1}\right) f\left(n_{2}\right) \cdots f\left(n_{r}\right)
$$

Multiplicative functions have one big advantage for us: They are completely determined once their values at prime powers are known. Indeed, if $n>1$ is a given positive integer, then we can write $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ in canonical form; because the
$p_{i}^{k_{t}}$ are relatively prime in pairs, the multiplicative property ensures that

$$
f(n)=f\left(p_{1}^{k_{1}}\right) f\left(p_{2}^{k_{2}}\right) \cdots f\left(p_{r}^{k_{r}}\right)
$$

If $f$ is a multiplicative function that does not vanish identically, then there exists an integer $n$ such that $f(n) \neq 0$. But

$$
f(n)=f(n \cdot 1)=f(n) f(1)
$$

Being nonzero, $f(n)$ may be canceled from both sides of this equation to give $f(1)=1$. The point to which we wish to call attention is that $f(1)=1$ for any multiplicative function not identically zero.

We now establish that $\tau$ and $\sigma$ have the multiplicative property.
Theorem 6.3. The functions $\tau$ and $\sigma$ are both multiplicative functions.
Proof. Let $m$ and $n$ be relatively prime integers. Because the result is trivially true if either $m$ or $n$ is equal to 1 , we may assume that $m>1$ and $n>1$. If

$$
m=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}} \quad \text { and } \quad n=q_{1}^{j_{1}} q_{2}^{j_{2}} \cdots q_{s}^{j_{s}}
$$

are the prime factorizations of $m$ and $n$, then because $\operatorname{gcd}(m, n)=1$, no $p_{i}$ can occur among the $q_{j}$. It follows that the prime factorization of the product $m n$ is given by

$$
m n=p_{1}^{k_{1}} \cdots p_{r}^{k_{r}} q_{1}^{j_{1}} \cdots q_{s}^{j_{s}}
$$

Appealing to Theorem 6.2, we obtain

$$
\begin{aligned}
\tau(m n) & =\left[\left(k_{1}+1\right) \cdots\left(k_{r}+1\right)\right]\left[\left(j_{1}+1\right) \cdots\left(j_{s}+1\right)\right] \\
& =\tau(m) \tau(n)
\end{aligned}
$$

In a similar fashion, Theorem 6.2 gives

$$
\begin{aligned}
\sigma(m n) & =\left[\frac{p_{1}^{k_{1}+1}-1}{p_{1}-1} \cdots \frac{p_{r}^{k_{r}+1}-1}{p_{r}-1}\right]\left[\frac{q_{1}^{j_{1}+1}-1}{q_{1}-1} \cdots \frac{q_{s}^{j_{s}+1}-1}{q_{s}-1}\right] \\
& =\sigma(m) \sigma(n)
\end{aligned}
$$

Thus, $\tau$ and $\sigma$ are multiplicative functions.
We continue our program by proving a general result on multiplicative functions. This requires a preparatory lemma.

Lemma. If $\operatorname{gcd}(m, n)=1$, then the set of positive divisors of $m n$ consists of all products $d_{1} d_{2}$, where $d_{1}\left|m, d_{2}\right| n$ and $\operatorname{gcd}\left(d_{1}, d_{2}\right)=1$; furthermore, these products are all distinct.

Proof. It is harmless to assume that $m>1$ and $n>1$; let $m=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ and $n=q_{1}^{j_{1}} q_{2}^{j_{2}} \cdots q_{s}^{j_{s}}$ be their respective prime factorizations. Inasmuch as the primes $p_{1}, \ldots, p_{r}, q_{1}, \ldots, q_{s}$ are all distinct, the prime factorization of $m n$ is

$$
m n=p_{1}^{k_{1}} \cdots p_{r}^{k_{r} r} q_{1}^{j_{1}} \cdots q_{s}^{j_{s}}
$$

Hence, any positive divisor $d$ of $m n$ will be uniquely representable in the form

$$
d=p_{1}^{a_{1}} \cdots p_{r}^{a_{r}} q_{1}^{b_{1}} \cdots q_{s}^{b_{s}} \quad 0 \leq a_{i} \leq k_{i}, 0 \leq b_{i} \leq j_{i}
$$

This allows us to write $d$ as $d=d_{1} d_{2}$, where $d_{1}=p_{1}^{a_{1}} \cdots p_{r}^{a_{r}}$ divides $m$ and $d_{2}=q_{1}^{b_{1}} \cdots q_{s}^{b_{s}}$ divides $n$. Because no $p_{i}$ is equal to any $q_{j}$, we surely must have $\operatorname{gcd}\left(d_{1}, d_{2}\right)=1$.

A keystone in much of our subsequent work is Theorem 6.4.

Theorem 6.4. If $f$ is a multiplicative function and $F$ is defined by

$$
F(n)=\sum_{d \mid n} f(d)
$$

then $F$ is also multiplicative.

Proof. Let $m$ and $n$ be relatively prime positive integers. Then

$$
\begin{aligned}
F(m n) & =\sum_{d \mid m n} f(d) \\
& =\sum_{\substack{d_{1}\left|m \\
d_{2}\right| n}} f\left(d_{1} d_{2}\right)
\end{aligned}
$$

because every divisor $d$ of $m n$ can be uniquely written as a product of a divisor $d_{1}$ of $m$ and a divisor $d_{2}$ of $n$, where $\operatorname{gcd}\left(d_{1}, d_{2}\right)=1$. By the definition of a multiplicative function,

$$
f\left(d_{1} d_{2}\right)=f\left(d_{1}\right) f\left(d_{2}\right)
$$

It follows that

$$
\begin{aligned}
F(m n) & =\sum_{\substack{d_{1}\left|m \\
d_{2}\right| n}} f\left(d_{1}\right) f\left(d_{2}\right) \\
& =\left(\sum_{d_{1} \mid m} f\left(d_{1}\right)\right)\left(\sum_{d_{2} \mid n} f\left(d_{2}\right)\right) \\
& =F(m) F(n)
\end{aligned}
$$

It might be helpful to take time out and run through the proof of Theorem 6.4 in a concrete case. Letting $m=8$ and $n=3$, we have

$$
\begin{aligned}
F(8 \cdot 3)= & \sum_{d \mid 24} f(d) \\
= & f(1)+f(2)+f(3)+f(4)+f(6)+f(8)+f(12)+f(24) \\
= & f(1 \cdot 1)+f(2 \cdot 1)+f(1 \cdot 3)+f(4 \cdot 1)+f(2 \cdot 3) \\
& +f(8 \cdot 1)+f(4 \cdot 3)+f(8 \cdot 3) \\
= & f(1) f(1)+f(2) f(1)+f(1) f(3)+f(4) f(1)+f(2) f(3) \\
& +f(8) f(1)+f(4) f(3)+f(8) f(3) \\
= & {[f(1)+f(2)+f(4)+f(8)][f(1)+f(3)] } \\
= & \sum_{d \mid 8} f(d) \cdot \sum_{d \mid 3} f(d)=F(8) F(3)
\end{aligned}
$$

Theorem 6.4 provides a deceptively short way of drawing the conclusion that $\tau$ and $\sigma$ are multiplicative.

Corollary. The functions $\tau$ and $\sigma$ are multiplicative functions.
Proof. We have mentioned that the constant function $f(n)=1$ is multiplicative, as is the identity function $f(n)=n$. Because $\tau$ and $\sigma$ may be represented in the form

$$
\tau(n)=\sum_{d \mid n} 1 \quad \text { and } \quad \sigma(n)=\sum_{d \backslash n} d
$$

the stated result follows immediately from Theorem 6.4.

## PROBLEMS 6.1

1. Let $m$ and $n$ be positive integers and $p_{1}, p_{2}, \ldots, p_{r}$ be the distinct primes that divide at least one of $m$ or $n$. Then $m$ and $n$ may be written in the form

$$
\begin{aligned}
m & =p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}} \\
n & =p_{1}^{j_{1}} p_{2}^{j_{2}} \cdots p_{r}^{j_{r}}
\end{aligned} \quad \text { with } k_{i} \geq 0 \text { for } i=1,2, \ldots, r, ~ j_{i} \geq 0 \text { for } i=1,2, \ldots, r, ~
$$

Prove that

$$
\operatorname{gcd}(m, n)=p_{1}^{u_{1}} p_{2}^{u_{2}} \cdots p_{r}^{u_{r}} \quad \operatorname{lcm}(m, n)=p_{1}^{\nu_{1}} p_{2}^{v_{2}} \cdots p_{r}^{v_{r}}
$$

where $u_{i}=\min \left\{k_{i}, j_{i}\right\}$, the smaller of $k_{i}$ and $j_{i}$; and $v_{i}=\max \left\{k_{i}, j_{i}\right\}$, the larger of $k_{i}$ and $j_{i}$.
2. Use the result of Problem 1 to calculate $\operatorname{gcd}(12378,3054)$ and $\operatorname{lcm}(12378,3054)$.
3. Deduce from Problem 1 that $\operatorname{gcd}(m, n) \operatorname{lcm}(m, n)=m n$ for positive integers $m$ and $n$.
4. In the notation of $\operatorname{Problem} 1$, show that $\operatorname{gcd}(m, n)=1$ if and only if $k_{i} j_{i}=0$ for $i=1,2, \ldots, r$.
5. (a) Verify that $\tau(n)=\tau(n+1)=\tau(n+2)=\tau(n+3)$ holds for $n=3655$ and 4503 .
(b) When $n=14,206$, and 957 , show that $\sigma(n)=\sigma(n+1)$.
6. For any integer $n \geq 1$, establish the inequality $\tau(n) \leq 2 \sqrt{n}$.
[Hint: If $d \mid n$, then one of $d$ or $n / d$ is less than or equal to $\sqrt{n}$.]
7. Prove the following.
(a) $\tau(n)$ is an odd integer if and only if $n$ is a perfect square.
(b) $\sigma(n)$ is an odd integer if and only if $n$ is a perfect square or twice a perfect square.
[Hint: If $p$ is an odd prime, then $1+p+p^{2}+\cdots+p^{k}$ is odd only when $k$ is even.]
8. Show that $\sum_{d \mid n} 1 / d=\sigma(n) / n$ for every positive integer $n$.
9. If $n$ is a square-free integer, prove that $\tau(n)=2^{r}$, where $r$ is the number of prime divisors of $n$.
10. Establish the assertions below:
(a) If $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ is the prime factorization of $n>1$, then

$$
1>\frac{n}{\sigma(n)}>\left(1-\frac{1}{p_{1}}\right)\left(1-\frac{1}{p_{2}}\right) \cdots\left(1-\frac{1}{p_{r}}\right)
$$

(b) For any positive integer $n$,

$$
\frac{\sigma(n!)}{n!} \geq 1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}
$$

[Hint: See Problem 8.]
(c) If $n>1$ is a composite number, then $\sigma(n)>n+\sqrt{n}$.
[Hint: Let $d \mid n$, where $1<d<n$, so $1<n / d<n$. If $d \leq \sqrt{n}$, then $n / d \geq \sqrt{n}$.]
11. Given a positive integer $k>1$, show that there are infinitely many integers $n$ for which $\tau(n)=k$, but at most finitely many $n$ with $\sigma(n)=k$.
[Hint: Use Problem 10(a).]
12. (a) Find the form of all positive integers $n$ satisfying $\tau(n)=10$. What is the smallest positive integer for which this is true?
(b) Show that there are no positive integers $n$ satisfying $\sigma(n)=10$.
[Hint: Note that for $n>1, \sigma(n)>n$.]
13. Prove that there are infinitely many pairs of integers $m$ and $n$ with $\sigma\left(m^{2}\right)=\sigma\left(n^{2}\right)$.
[Hint: Choose $k$ such that $\operatorname{gcd}(k, 10)=1$ and consider the integers $m=5 k, n=4 k$.]
14. For $k \geq 2$, show each of the following:
(a) $n=2^{k-1}$ satisfies the equation $\sigma(n)=2 n-1$.
(b) If $2^{k}-1$ is prime, then $n=2^{k-1}\left(2^{k}-1\right)$ satisfies the equation $\sigma(n)=2 n$.
(c) If $2^{k}-3$ is prime, then $n=2^{k-1}\left(2^{k}-3\right)$ satisfies the equation $\sigma(n)=$ $2 n+2$.
It is not known if there are any positive integers $n$ for which $\sigma(n)=2 n+1$.
15. If $n$ and $n+2$ are a pair of twin primes, establish that $\sigma(n+2)=\sigma(n)+2$; this also holds for $n=434$ and 8575 .
16. (a) For any integer $n>1$, prove that there exist integers $n_{1}$ and $n_{2}$ for which $\tau\left(n_{1}\right)+\tau\left(n_{2}\right)=n$.
(b) Prove that the Goldbach conjecture implies that for each even integer $2 n$ there exist integers $n_{1}$ and $n_{2}$ with $\sigma\left(n_{1}\right)+\sigma\left(n_{2}\right)=2 n$.
17. For a fixed integer $k$, show that the function $f$ defined by $f(n)=n^{k}$ is multiplicative.
18. Let $f$ and $g$ be multiplicative functions that are not identically zero and such that $f\left(p^{k}\right)=$ $g\left(p^{k}\right)$ for each prime $p$ and $k \geq 1$. Prove that $f=g$.
19. Prove that if $f$ and $g$ are multiplicative functions, then so is their product $f g$ and quotient $f / g$ (whenever the latter function is defined).
20. Let $\omega(n)$ denote the number of distinct prime divisors of $n>1$, with $\omega(1)=0$. For instance, $\omega(360)=\omega\left(2^{3} \cdot 3^{2} \cdot 5\right)=3$.
(a) Show that $2^{\omega(n)}$ is a multiplicative function.
(b) For a positive integer $n$, establish the formula

$$
\tau\left(n^{2}\right)=\sum_{d \mid n} 2^{\omega(d)}
$$

21. For any positive integer $n$, prove that $\sum_{d \mid n} \tau(d)^{3}=\left(\sum_{d \mid n} \tau(d)\right)^{2}$.
[Hint: Both sides of the equation in question are multiplicative functions of $n$, so that it suffices to consider the case $n=p^{k}$, where $p$ is a prime.]
22. Given $n \geq 1$, let $\sigma_{s}(n)$ denote the sum of the $s$ th powers of the positive divisors of $n$; that is,

$$
\sigma_{s}(n)=\sum_{d \mid n} d^{s}
$$

Verify the following:
(a) $\sigma_{0}=\tau$ and $\sigma_{1}=\sigma$.
(b) $\sigma_{s}$ is a multiplicative function.
[Hint: The function $f$, defined by $f(n)=n^{s}$, is multiplicative.]
(c) If $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ is the prime factorization of $n$, then

$$
\sigma_{s}(n)=\left(\frac{p_{1}^{s\left(k_{1}+1\right)}-1}{p_{1}^{s}-1}\right)\left(\frac{p_{2}^{s\left(k_{2}+1\right)}-1}{p_{2}^{s}-1}\right) \cdots\left(\frac{p_{r}^{s\left(k_{r}+1\right)}-1}{p_{r}^{s}-1}\right)
$$

23. For any positive integer $n$, show the following:
(a) $\sum_{d \mid n} \sigma(d)=\sum_{d \mid n}(n / d) \tau(d)$.
(b) $\sum_{d \mid n}(n / d) \sigma(d)=\sum_{d \mid n} d \tau(d)$.
[Hint: Because the functions

$$
F(n)=\sum_{d \mid n} \sigma(d) \quad \text { and } \quad G(n)=\sum_{d \mid n} \frac{n}{d} \tau(d)
$$

are both multiplicative, it suffices to prove that $F\left(p^{k}\right)=G\left(p^{k}\right)$ for any prime $p$.]

### 6.2 THE MÖBIUS INVERSION FORMULA

We introduce another naturally defined function on the positive integers, the Möbius $\mu$-function.

Definition 6.3. For a positive integer $n$, define $\mu$ by the rules

$$
\mu(n)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { if } p^{2} \mid n \text { for some prime } p \\ (-1)^{r} & \text { if } n=p_{1} p_{2} \cdots p_{r}, \text { where } p_{i} \text { are distinct primes }\end{cases}
$$

Put somewhat differently, Definition 6.3 states that $\mu(n)=0$ if $n$ is not a squarefree integer, whereas $\mu(n)=(-1)^{r}$ if $n$ is square-free with $r$ prime factors. For example: $\mu(30)=\mu(2 \cdot 3 \cdot 5)=(-1)^{3}=-1$. The first few values of $\mu$ are

$$
\mu(1)=1 \quad \mu(2)=-1 \quad \mu(3)=-1 \quad \mu(4)=0 \quad \mu(5)=-1 \quad \mu(6)=1, \ldots
$$

If $p$ is a prime number, it is clear that $\mu(p)=-1$; in addition, $\mu\left(p^{k}\right)=0$ for $k \geq 2$.
As the reader may have guessed already, the Möbius $\mu$-function is multiplicative. This is the content of Theorem 6.5.

Theorem 6.5. The function $\mu$ is a multiplicative function.
Proof. We want to show that $\mu(m n)=\mu(m) \mu(n)$, whenever $m$ and $n$ are relatively prime. If either $p^{2} \mid m$ or $p^{2} \mid n, p$ a prime, then $p^{2} \mid m n$; hence, $\mu(m n)=0=$ $\mu(m) \mu(n)$, and the formula holds trivially. We therefore may assume that both $m$ and $n$ are square-free integers. Say, $m=p_{1} p_{2} \cdots p_{r}, n=q_{1} q_{2} \cdots q_{s}$, with all the primes $p_{i}$ and $q_{j}$ being distinct. Then

$$
\begin{aligned}
\mu(m n)=\mu\left(p_{1} \cdots p_{r} q_{1} \cdots q_{s}\right) & =(-1)^{r+s} \\
& =(-1)^{r}(-1)^{s}=\mu(m) \mu(n)
\end{aligned}
$$

which completes the proof.
Let us see what happens if $\mu(d)$ is evaluated for all the positive divisors $d$ of an integer $n$ and the results are added. In the case where $n=1$, the answer is easy; here,

$$
\sum_{d \mid 1} \mu(d)=\mu(1)=1
$$

Suppose that $n>1$ and put

$$
F(n)=\sum_{d \backslash n} \mu(d)
$$

To prepare the ground, we first calculate $F(n)$ for the power of a prime, say, $n=p^{k}$. The positive divisors of $p^{k}$ are just the $k+1$ integers $1, p, p^{2}, \ldots, p^{k}$, so that

$$
\begin{aligned}
F\left(p^{k}\right)=\sum_{d \mid p^{k}} \mu(d) & =\mu(1)+\mu(p)+\mu\left(p^{2}\right)+\cdots+\mu\left(p^{k}\right) \\
& =\mu(1)+\mu(p)=1+(-1)=0
\end{aligned}
$$

Because $\mu$ is known to be a multiplicative function, an appeal to Theorem 6.4 is legitimate; this result guarantees that $F$ also is multiplicative. Thus, if the canonical factorization of $n$ is $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$, then $F(n)$ is the product of the values assigned to $F$ for the prime powers in this representation:

$$
F(n)=F\left(p_{1}^{k_{1}}\right) F\left(p_{2}^{k_{2}}\right) \cdots F\left(p_{r}^{k_{r}}\right)=0
$$

We record this result as Theorem 6.6.
Theorem 6.6. For each positive integer $n \geq 1$,

$$
\sum_{d \backslash n} \mu(d)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { if } n>1\end{cases}
$$

where $d$ runs through the positive divisors of $n$.
For an illustration of this last theorem, consider $n=10$. The positive divisors of 10 are $1,2,5,10$ and the desired sum is

$$
\begin{aligned}
\sum_{d \mid 10} \mu(d) & =\mu(1)+\mu(2)+\mu(5)+\mu(10) \\
& =1+(-1)+(-1)+1=0
\end{aligned}
$$

The full significance of the Möbius $\mu$-function should become apparent with the next theorem.

Theorem 6.7 Möbius inversion formula. Let $F$ and $f$ be two number-theoretic functions related by the formula

$$
F(n)=\sum_{d \backslash n} f(d)
$$

Then

$$
f(n)=\sum_{d \backslash n} \mu(d) F\left(\frac{n}{d}\right)=\sum_{d \backslash n} \mu\left(\frac{n}{d}\right) F(d)
$$

Proof. The two sums mentioned in the conclusion of the theorem are seen to be the same upon replacing the dummy index $d$ by $d^{\prime}=n / d$; as $d$ ranges over all positive divisors of $n$, so does $d^{\prime}$.

Carrying out the required computation, we get

$$
\begin{align*}
\sum_{d \mid n} \mu(d) F\left(\frac{n}{d}\right) & =\sum_{d \mid n}\left(\mu(d) \sum_{c \mid(n / d)} f(c)\right) \\
& =\sum_{d \mid n}\left(\sum_{c \mid(n / d)} \mu(d) f(c)\right) \tag{1}
\end{align*}
$$

It is easily verified that $d \mid n$ and $c \mid(n / d)$ if and only if $c \mid n$ and $d \mid(n / c)$. Because of this, the last expression in Eq. (1) becomes

$$
\begin{align*}
\sum_{d \mid n}\left(\sum_{c \mid(n / d)} \mu(d) f(c)\right) & =\sum_{c \mid n}\left(\sum_{d \mid(n / c)} f(c) \mu(d)\right) \\
& =\sum_{c \mid n}\left(f(c) \sum_{d \mid(n / c)} \mu(d)\right) \tag{2}
\end{align*}
$$

In compliance with Theorem 6.6, the sum $\sum_{d \mid(n / c)} \mu(d)$ must vanish except when $n / c=1$ (that is, when $n=c$ ), in which case it is equal to 1 ; the upshot is that the right-hand side of Eq. (2) simplifies to

$$
\begin{aligned}
\sum_{c \mid n}\left(f(c) \sum_{d \mid(n / c)} \mu(d)\right) & =\sum_{c=n} f(c) \cdot 1 \\
& =f(n)
\end{aligned}
$$

giving us the stated result.

Let us use $n=10$ again to illustrate how the double sum in Eq. (2) is turned around. In this instance, we find that

$$
\begin{aligned}
\sum_{d \mid 10}\left(\sum_{c \mid(10 / d)} \mu(d) f(c)\right)= & \mu(1)[f(1)+f(2)+f(5)+f(10)] \\
& +\mu(2)[f(1)+f(5)]+\mu(5)[f(1)+f(2)] \\
& +\mu(10) f(1) \\
= & f(1)[\mu(1)+\mu(2)+\mu(5)+\mu(10)] \\
& +f(2)[\mu(1)+\mu(5)]+f(5)[\mu(1)+\mu(2)] \\
& +f(10) \mu(1) \\
= & \sum_{c \mid 10}\left(\sum_{d \mid(10 / c)} f(c) \mu(d)\right)
\end{aligned}
$$

To see how the Möbius inversion formula works in a particular case, we remind the reader that the functions $\tau$ and $\sigma$ may both be described as "sum functions":

$$
\tau(n)=\sum_{d \mid n} 1 \quad \text { and } \quad \sigma(n)=\sum_{d \mid n} d
$$

Theorem 6.7 tells us that these formulas may be inverted to give

$$
1=\sum_{d \mid n} \mu\left(\frac{n}{d}\right) \tau(d) \quad \text { and } \quad n=\sum_{d \backslash n} \mu\left(\frac{n}{d}\right) \sigma(d)
$$

which are valid for all $n \geq 1$.
Theorem 6.4 ensures that if $f$ is a multiplicative function, then so is $F(n)=$ $\sum_{d \mid n} f(d)$. Turning the situation around, one might ask whether the multiplicative nature of $F$ forces that of $f$. Surprisingly enough, this is exactly what happens.

Theorem 6.8. If $F$ is a multiplicative function and

$$
F(n)=\sum_{d \mid n} f(d)
$$

then $f$ is also multiplicative.
Proof. Let $m$ and $n$ be relatively prime positive integers. We recall that any divisor $d$ of $m n$ can be uniquely written as $d=d_{1} d_{2}$, where $d_{1}\left|m, d_{2}\right| n$, and $\operatorname{gcd}\left(d_{1}, d_{2}\right)=1$. Thus, using the inversion formula,

$$
\begin{aligned}
f(m n) & =\sum_{d \mid m n} \mu(d) F\left(\frac{m n}{d}\right) \\
& =\sum_{\substack{d_{1}\left|m \\
d_{2}\right| n}} \mu\left(d_{1} d_{2}\right) F\left(\frac{m n}{d_{1} d_{2}}\right) \\
& =\sum_{\substack{d_{1}\left|m \\
d_{2}\right| n}} \mu\left(d_{1}\right) \mu\left(d_{2}\right) F\left(\frac{m}{d_{1}}\right) F\left(\frac{n}{d_{2}}\right) \\
& =\sum_{d_{1} \mid m} \mu\left(d_{1}\right) F\left(\frac{m}{d_{1}}\right) \sum_{d_{2} \mid n} \mu\left(d_{2}\right) F\left(\frac{n}{d_{2}}\right) \\
& =f(m) f(n)
\end{aligned}
$$

which is the assertion of the theorem. Needless to say, the multiplicative character of $\mu$ and of $F$ is crucial to the previous calculation.

For $n \geq 1$, we define the sum

$$
M(n)=\sum_{k=1}^{n} \mu(k)
$$

Then $M(n)$ is the difference between the number of square-free positive integers $k \leq n$ with an even number of prime factors and those with an odd number of prime factors. For example, $M(9)=2-4=-2$. In 1897, Franz Mertens (1840-1927) published a paper with a 50 -page table of values of $M(n)$ for $n=1,2, \ldots, 10000$. On the basis of the tabular evidence, Mertens concluded that the inequality

$$
|M(n)|<\sqrt{n} \quad n>1
$$

is "very probable." (In the previous example, $|M(9)|=2<\sqrt{9}$.) This conclusion later became known as the Mertens conjecture. A computer search carried out in

1963 verified the conjecture for all $n$ up to 10 billion. But in 1984, Andrew Odlyzko and Herman te Riele showed that the Mertens conjecture is false. Their proof, which involved the use of a computer, was indirect and produced no specific value of $n$ for which $|M(n)| \geq \sqrt{n}$; all it demonstrated was that such a number $n$ must exist somewhere. Subsequently, it has been shown that there is a counterexample to the Mertens conjecture for at least one $n \leq(3.21) 10^{64}$.

## PROBLEMS 6.2

1. (a) For each positive integer $n$, show that

$$
\mu(n) \mu(n+1) \mu(n+2) \mu(n+3)=0
$$

(b) For any integer $n \geq 3$, show that $\sum_{k=1}^{n} \mu(k!)=1$.
2. The Mangoldt function $\Lambda$ is defined by

$$
\Lambda(n)= \begin{cases}\log p & \text { if } n=p^{k}, \text { where } p \text { is a prime and } k \geq 1 \\ 0 & \text { otherwise }\end{cases}
$$

Prove that $\Lambda(n)=\sum_{d \mid n} \mu(n / d) \log d=-\sum_{d \mid n} \mu(d) \log d$.
[Hint: First show that $\sum_{d \mid n} \Lambda(d)=\log n$ and then apply the Möbius inversion formula.]
3. Let $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$ be the prime factorization of the integer $n>1$. If $f$ is a multiplicative function that is not identically zero, prove that

$$
\sum_{d \mid n} \mu(d) f(d)=\left(1-f\left(p_{1}\right)\right)\left(1-f\left(p_{2}\right)\right) \cdots\left(1-f\left(p_{r}\right)\right)
$$

[Hint: By Theorem 6.4, the function $F$ defined by $F(n)=\sum_{d \mid n} \mu(d) f(d)$ is multiplicative; hence, $F(n)$ is the product of the values $F\left(p_{i}^{k_{l}}\right)$.]
4. If the integer $n>1$ has the prime factorization $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$, use Problem 3 to establish the following:
(a) $\sum_{d \mid n} \mu(d) \tau(d)=(-1)^{r}$.
(b) $\sum_{d \mid n} \mu(d) \sigma(d)=(-1)^{r} p_{1} p_{2} \cdots p_{r}$.
(c) $\sum_{d \mid n} \mu(d) / d=\left(1-1 / p_{1}\right)\left(1-1 / p_{2}\right) \cdots\left(1-1 / p_{r}\right)$.
(d) $\sum_{d \mid n} d \mu(d)=\left(1-p_{1}\right)\left(1-p_{2}\right) \cdots\left(1-p_{r}\right)$.
5. Let $S(n)$ denote the number of square-free divisors of $n$. Establish that

$$
S(n)=\sum_{d \mid n}|\mu(d)|=2^{\omega(n)}
$$

where $\omega(n)$ is the number of distinct prime divisors of $n$.
[Hint: $S$ is a multiplicative function.]
6. Find formulas for $\sum_{d \mid n} \mu^{2}(d) / \tau(d)$ and $\sum_{d \mid n} \mu^{2}(d) / \sigma(d)$ in terms of the prime factorization of $n$.
7. The Liouville $\lambda$-function is defined by $\lambda(1)=1$ and $\lambda(n)=(-1)^{k_{1}+k_{2}+\cdots+k_{r}}$, if the prime factorization of $n>1$ is $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{r}^{k_{r}}$. For instance,

$$
\lambda(360)=\lambda\left(2^{3} \cdot 3^{2} \cdot 5\right)=(-1)^{3+2+1}=(-1)^{6}=1
$$

(a) Prove that $\lambda$ is a multiplicative function.
(b) Given a positive integer $n$, verify that

$$
\sum_{d \mid n} \lambda(d)= \begin{cases}1 & \text { if } n=m^{2} \text { for some integer } m \\ 0 & \text { otherwise }\end{cases}
$$

8. For an integer $n \geq 1$, verify the formulas below:
(a) $\sum_{d \mid n} \mu(d) \lambda(d)=2^{\omega(n)}$.
(b) $\sum_{d \mid n} \lambda(n / d) 2^{\omega(d)}=1$.

### 6.3 THE GREATEST INTEGER FUNCTION

The greatest integer or "bracket" function [ ] is especially suitable for treating divisibility problems. Although not strictly a number-theoretic function, its study has a natural place in this chapter.

Definition 6.4. For an arbitrary real number $x$, we denote by $[x]$ the largest integer less than or equal to $x$; that is, $[x]$ is the unique integer satisfying $x-1<[x] \leq x$.

By way of illustration, [ ] assumes the particular values

$$
[-3 / 2]=-2 \quad[\sqrt{2}]=1 \quad[1 / 3]=0 \quad[\pi]=3 \quad[-\pi]=-4
$$

The important observation to be made here is that the equality $[x]=x$ holds if and only if $x$ is an integer. Definition 6.4 also makes plain that any real number $x$ can be written as

$$
x=[x]+\theta
$$

for a suitable choice of $\theta$, with $0 \leq \theta<1$.
We now plan to investigate the question of how many times a particular prime $p$ appears in $n!$. For instance, if $p=3$ and $n=9$, then

$$
\begin{aligned}
9! & =1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7 \cdot 8 \cdot 9 \\
& =2^{7} \cdot 3^{4} \cdot 5 \cdot 7
\end{aligned}
$$

so that the exact power of 3 that divides 9 ! is 4 . It is desirable to have a formula that will give this count, without the necessity of always writing $n$ ! in canonical form. This is accomplished by Theorem 6.9.

Theorem 6.9. If $n$ is a positive integer and $p$ a prime, then the exponent of the highest power of $p$ that divides $n!$ is

$$
\sum_{k=1}^{\infty}\left[\frac{n}{p^{k}}\right]
$$

where the series is finite, because $\left[n / p^{k}\right]=0$ for $p^{k}>n$.
Proof. Among the first $n$ positive integers, those divisible by $p$ are $p, 2 p, \ldots, t p$, where $t$ is the largest integer such that $t p \leq n$; in other words, $t$ is the largest integer
less than or equal to $n / p$ (which is to say $t=[n / p]$ ). Thus, there are exactly $[n / p]$ multiples of $p$ occurring in the product that defines $n!$, namely,

$$
\begin{equation*}
p, 2 p, \ldots,\left[\frac{n}{p}\right] p \tag{1}
\end{equation*}
$$

The exponent of $p$ in the prime factorization of $n$ ! is obtained by adding to the number of integers in Eq. (1), the number of integers among 1, 2, $\ldots, n$ divisible by $p^{2}$, and then the number divisible by $p^{3}$, and so on. Reasoning as in the first paragraph, the integers between 1 and $n$ that are divisible by $p^{2}$ are

$$
\begin{equation*}
p^{2}, 2 p^{2}, \ldots,\left[\frac{n}{p^{2}}\right] p^{2} \tag{2}
\end{equation*}
$$

which are $\left[n / p^{2}\right]$ in number. Of these, $\left[n / p^{3}\right]$ are again divisible by $p$ :

$$
\begin{equation*}
p^{3}, 2 p^{3}, \ldots,\left[\frac{n}{p^{3}}\right] p^{3} \tag{3}
\end{equation*}
$$

After a finite number of repetitions of this process, we are led to conclude that the total number of times $p$ divides $n!$ is

$$
\sum_{k=1}^{\infty}\left[\frac{n}{p^{k}}\right]
$$

This result can be cast as the following equation, which usually appears under the name of the Legendre formula:

$$
n!=\prod_{p \leq n} p^{\sum_{k=1}^{\infty}\left[n / p^{k}\right]}
$$

Example 6.2. We would like to find the number of zeros with which the decimal representation of 50 ! terminates. In determining the number of times 10 enters into the product 50 !, it is enough to find the exponents of 2 and 5 in the prime factorization of 50 !, and then to select the smaller figure.

By direct calculation we see that

$$
\begin{aligned}
{[50 / 2] } & +\left[50 / 2^{2}\right]+\left[50 / 2^{3}\right]+\left[50 / 2^{4}\right]+\left[50 / 2^{5}\right] \\
& =25+12+6+3+1 \\
& =47
\end{aligned}
$$

Theorem 6.9 tells us that $2^{47}$ divides 50 !, but $2^{48}$ does not. Similarly,

$$
[50 / 5]+\left[50 / 5^{2}\right]=10+2=12
$$

and so the highest power of 5 dividing 50 ! is 12 . This means that 50 ! ends with 12 zeros.

We cannot resist using Theorem 6.9 to prove the following fact.

Theorem 6.10. If $n$ and $r$ are positive integers with $1 \leq r<n$, then the binomial coefficient

$$
\binom{n}{r}=\frac{n!}{r!(n-r)!}
$$

is also an integer.

Proof. The argument rests on the observation that if $a$ and $b$ are arbitrary real numbers, then $[a+b] \geq[a]+[b]$. In particular, for each prime factor $p$ of $r!(n-r)!$,

$$
\left[\frac{n}{p^{k}}\right] \geq\left[\frac{r}{p^{k}}\right]+\left[\frac{(n-r)}{p^{k}}\right] \quad k=1,2, \ldots
$$

Adding these inequalities, we obtain

$$
\begin{equation*}
\sum_{k \geq 1}\left[\frac{n}{p^{k}}\right] \geq \sum_{k \geq 1}\left[\frac{r}{p^{k}}\right]+\sum_{k \geq 1}\left[\frac{(n-r)}{p^{k}}\right] \tag{1}
\end{equation*}
$$

The left-hand side of Eq. (1) gives the exponent of the highest power of the prime $p$ that divides $n!$, whereas the right-hand side equals the highest power of this prime contained in $r!(n-r)!$. Hence, $p$ appears in the numerator of $n!/ r!(n-r)!$ at least as many times as it occurs in the denominator. Because this holds true for every prime divisor of the denominator, $r!(n-r)$ ! must divide $n!$, making $n!/ r!(n-r)$ ! an integer.

Corollary. For a positive integer $r$, the product of any $r$ consecutive positive integers is divisible by $r$ !.

Proof. The product of $r$ consecutive positive integers, the largest of which is $n$, is

$$
n(n-1)(n-2) \cdots(n-r+1)
$$

Now we have

$$
n(n-1) \cdots(n-r+1)=\left(\frac{n!}{r!(n-r)!}\right) r!
$$

Because $n!/ r!(n-r)$ ! is an integer by the theorem, it follows that $r$ ! must divide the product $n(n-1) \cdots(n-r+1)$, as asserted.

We pick up a few loose threads. Having introduced the greatest integer function, let us see what it has to do with the study of number-theoretic functions. Their relationship is brought out by Theorem 6.11.

Theorem 6.11. Let $f$ and $F$ be number-theoretic functions such that

$$
F(n)=\sum_{d \mid n} f(d)
$$

Then, for any positive integer $N$,

$$
\sum_{n=1}^{N} F(n)=\sum_{k=1}^{N} f(k)\left[\frac{N}{k}\right]
$$

Proof. We begin by noting that

$$
\begin{equation*}
\sum_{n=1}^{N} F(n)=\sum_{n=1}^{N} \sum_{d \mid n} f(d) \tag{1}
\end{equation*}
$$

The strategy is to collect terms with equal values of $f(d)$ in this double sum. For a fixed positive integer $k \leq N$, the term $f(k)$ appears in $\sum_{d \mid n} f(d)$ if and only if $k$ is a divisor of $n$. (Because each integer has itself as a divisor, the right-hand side of Eq. (1) includes $f(k)$, at least once.) Now, to calculate the number of sums $\sum_{d \mid n} f(d)$ in which $f(k)$ occurs as a term, it is sufficient to find the number of integers among 1 , $2, \ldots, N$, which are divisible by $k$. There are exactly $[N / k]$ of them:

$$
k, 2 k, 3 k, \ldots,\left[\frac{N}{k}\right] k
$$

Thus, for each $k$ such that $1 \leq k \leq N, f(k)$ is a term of the sum $\sum_{d \mid n} f(d)$ for $[N / k]$ different positive integers less than or equal to $N$. Knowing this, we may rewrite the double sum in Eq. (1) as

$$
\sum_{n=1}^{N} \sum_{d \mid n} f(d)=\sum_{k=1}^{N} f(k)\left[\frac{N}{k}\right]
$$

and our task is complete.

As an immediate application of Theorem 6.11, we deduce Corollary 1.

Corollary 1. If $N$ is a positive integer, then

$$
\sum_{n=1}^{N} \tau(n)=\sum_{n=1}^{N}\left[\frac{N}{n}\right]
$$

Proof. Noting that $\tau(n)=\sum_{d \mid n} 1$, we may write $\tau$ for $F$ and take $f$ to be the constant function $f(n)=1$ for all $n$.

In the same way, the relation $\sigma(n)=\sum_{d \mid n} d$ yields Corollary 2.

Corollary 2. If $N$ is a positive integer, then

$$
\sum_{n=1}^{N} \sigma(n)=\sum_{n=1}^{N} n\left[\frac{N}{n}\right]
$$

These last two corollaries, can perhaps, be clarified with an example.

Example 6.3. Consider the case $N=6$. The definition of $\tau$ tells us that

$$
\sum_{n=1}^{6} \tau(n)=14
$$

From Corollary 1,

$$
\begin{aligned}
\sum_{n=1}^{6}\left[\frac{6}{n}\right] & =[6]+[3]+[2]+[3 / 2]+[6 / 5]+[1] \\
& =6+3+2+1+1+1 \\
& =14
\end{aligned}
$$

as it should. In the present case, we also have

$$
\sum_{n=1}^{6} \sigma(n)=33
$$

and a simple calculation leads to

$$
\begin{aligned}
\sum_{n=1}^{6} n\left[\frac{6}{n}\right] & =1[6]+2[3]+3[2]+4[3 / 2]+5[6 / 5]+6[1] \\
& =1 \cdot 6+2 \cdot 3+3 \cdot 2+4 \cdot 1+5 \cdot 1+6 \cdot 1 \\
& =33
\end{aligned}
$$

## PROBLEMS 6.3

1. Given integers $a$ and $b>0$, show that there exists a unique integer $r$ with $0 \leq r<b$ satisfying $a=[a / b] b+r$.
2. Let $x$ and $y$ be real numbers. Prove that the greatest integer function satisfies the following properties:
(a) $[x+n]=[x]+n$ for any integer $n$.
(b) $[x]+[-x]=0$ or -1 , according as $x$ is an integer or not.
[Hint: Write $x=[x]+\theta$, with $0 \leq \theta<1$, so that $-x=-[x]-1+(1-\theta)$.]
(c) $[x]+[y] \leq[x+y]$ and, when $x$ and $y$ are positive, $[x][y] \leq[x y]$.
(d) $[x / n]=[[x] / n]$ for any positive integer $n$.
[Hint: Let $x / n=[x / n]+\theta$, where $0 \leq \theta<1$; then $[x]=n[x / n]+[n \theta]$.]
(e) $[n m / k] \geq n[m / k]$ for positive integers, $n, m, k$.
(f) $[x]+[y]+[x+y] \leq[2 x]+[2 y]$.
[Hint: Let $x=[x]+\theta, 0 \leq \theta<1$, and $y=[y]+\theta^{\prime}, 0 \leq \theta^{\prime}<1$. Consider cases in which neither, one, or both of $\theta$ and $\theta^{\prime}$ are greater than or equal to $\frac{1}{2}$.]
3. Find the highest power of 5 dividing 1000 ! and the highest power of 7 dividing 2000 !.
4. For an integer $n \geq 0$, show that $[n / 2]-[-n / 2]=n$.
5. (a) Verify that 1000 ! terminates in 249 zeros.
(b) For what values of $n$ does $n$ ! terminate in 37 zeros?
6. If $n \geq 1$ and $p$ is a prime, prove that
(a) $(2 n)!/(n!)^{2}$ is an even integer.
[Hint: Use Theorem 6.10.]
(b) The exponent of the highest power of $p$ that divides $(2 n)!/(n!)^{2}$ is

$$
\sum_{k=1}^{\infty}\left(\left[\frac{2 n}{p^{k}}\right]-2\left[\frac{n}{p^{k}}\right]\right)
$$

(c) In the prime factorization of $(2 n)!/(n!)^{2}$ the exponent of any prime $p$ such that $n<p<2 n$ is equal to 1 .

