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 Measurements 
 Accuracy and precision and Significant figures.  
 Error and uncertainty analysis.  
 Types of errors:  
 Gross error,  
 Systematic error,  
 Random error.  

Statistical analysis of data  
 Arithmetic mean,  
 Deviation from mean,  
 Average deviation,  
 Standard deviation,  
 Chi-square and  

 Curve fitting.  
 Guassian distribution. 
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Syllabus 
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Curve fitting 

Curve fitting is the process of constructing a curve, or mathematical 
function, that has the best fit to a series of data points, possibly subject 
to constraints. Curve fitting can involve either interpolation, where an 
exact fit to the data is required, or smoothing, in which a "smooth" 
function is constructed that approximately fits the data. A related topic 
is regression analysis, which focuses more on questions of statistical 
inference such as how much uncertainty is present in a curve that is fit to 
data observed with random errors. Fitted curves can be used as an aid for 
data visualization, to infer values of a function where no data are 
available, and to summarize the relationships among two or more 
variables. Extrapolation refers to the use of a fitted curve beyond 
the range of the observed data, and is subject to a degree of 
uncertainty since it may reflect the method used to construct the curve as 
much as it reflects the observed data. 
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Types of Curve fitting 
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Mathematical Calculation of Curve fitting and with Examples 
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Simple Linear Regression 

Least square regression 
Given data for discrete values, derive a single curve that represents the general trend of the 
data. When the given data exhibit a significant degree of error or noise. 
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Figure 1: (a) Spread of data 
around mean of dependent 
variable, (b) spread of data 
around the best-fit line 

Illustration of linear regression 
with (a) small and (b) large 
residual errors 

Other criteria for regression (a) min ,          (b) min  and (c) min max   𝐈𝐞𝐢𝐈 
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Polynomial Regression 
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Multiple Linear Regression 
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General Linear Least Squares 
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where 
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Polynomial Interpolation 

Given (n + 1) data points, (xi, yi), i = 0, 1, 2, . . . , n, there is one and only one polynomial 
of order n that passes through all the points. 

Newton’s Divided-Difference Interpolating Polynomials 
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A smaller interval provides a better 
estimate 

Quadratic interpolation 
provides a better estimate than 
linear interpolation 
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or 
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Linearization of 
nonlinear 
relationships 
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Documents has been collected  from  
https://en.wikipedia.org/wiki/Curve_fitting 

https://www.ece.mcmaster.ca/~xwu/part5.pdf 


